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Hypersonic Shock Interactions About a 25°/65 ° Sharp
Double Cone

James N. Moss*, Gerald J. LeBeau t, and Christopher E. Class*

*NASA Langley Research Center, MS/rOSA, Hampton, VA 23681-2199

INASA Johnson Space Center, EG3, Houston, TX 77058-3696

Abstract. This paper presents the results of a numerical study of shock interactions resulting from Mach
10 air flow about a sharp double cone. Computations are made with the direct simulation Monte Carlo

(DSMC) method by using two different codes: the G2 code of Bird and the DAC (DSMC Analysis Code)
code of LeBeau. The flow conditions are the pretest nominal free-stream conditions specified for the ONERA

R5Ch low-density wind tunnel. The focus is on the sensitivity of the interactions to grid resolution while
providing information concerning the flow structure and surface results for the extent of separation, heating,

pressure, and skin friction.

INTRODUCTION

Shock/shock and shock/boundary layer interactions continue to receive considerable attention because of

their impact on the performance and design requirements of hypersonic vehicles. Developing an experimental

database from a broad range of ground-based test facilities is a key element in providing the basis for assessing

the practicality and accuracy with which various computational methods can be applied for such complex flows.

Recent [1] and proposed [2] experiments along with computational studies are providing such information for

relatively low Reynolds number conditions. The recent experiments conducted by Calspan-University at Buffalo

Research Center (CUBRC) personnel [1] provide a substantial database for 250/55 ° double cones, both sharp

and blunted, where the experiments were performed in hypersonic shock tunnels. These tests were conducted in

nitrogen and included surface measurements for heating and pressure and schlieren imagery at Math numbers

ranging from 9.25 to 11.4. Computations, using both computational fluid dynamic (CFD) and DSMC methods,

have been performed for several of the CUBRC experiments, and an initial comparison and assessment of the

experimental and computational data was presented in Ref. [3]. Subsequent studies and examination of the

original experimental/computational results have identified several significant findings. One finding is that grid

resolved DSMC solutions for the CUBRC bieonic test conditions are not practical [4], and, consequently, the

coarse grid solutions that have been made fail to predict the correct details of the separated region. Yet for the

same problems, a number of continuum CFD solutions have provided fair to good agreement with the CUBRC

data for the extent of the separated region. A second finding is that both DSMC and CFD solutions can differ

substantially (as much as 33 percent, as discussed in Ref. [5]) with the measured heating rates upstream of the

separated region, that is, for laminar flow about either sharp [5] or blunted cones [6] at zero incidence. With

differences of this magnitude, additional studies were done to understand/define the flow conditions for which

the CUBRC measurements were made. Initial results of a reconciliation effort are described in Ref. [7] with a

new set of free-stream conditions presented in Ref. [8].

As the reconciliation process evolves for the CUBRC test cases, new experiments are being prepared [2] for

a 250/65 ° double cone model in a conventional low-density wind tunnel at ONERA (Office National d'l_tudes

et de Recherches Adrospatiales). The ONERA tests will be performed in the R5Ch wind tunnel and are the

focus of the current computational investigation. The R5Ch flow conditions are more amenable to DSMC

simulation but are still very demanding, as is demonstrated in the present study. The ONERA experiments



will be for Mach 10 air flow at a low Reynolds number condition (Re, d = 12 124, where d is the maximum
model diameter). For the double-cone models investigated, the first cone is sharp with a half angle of 25 °, while
the second cone has a half angle of 65 °. This double cone geometry produces strong shock interactions because
the attached shock from the first cone interacts with the detached bow shock from the second cone. Also,
the outer shocks are modified by the separation and reattachment shocks where the extent of flow separation
is significant for the current combination of model size and flow conditions. Results presented emphasize the
sensitivity of the surface quantities (heating, pressure, and skin friction) to grid resolution. Future opportunities
will exist for comparing the current computational data with the ONERA experiments. These experiments
[2] will include surface results from pressure, heating rate, and oil flow measurements and flow visualization
from electron beam fluorescence (EBF) measurements. Careful comparisons and analysis of computational and
experimental results are essential in establishing confidence in both the data and the computational tools.

The DSMC codes used in the current study are the parallel DAC (DSMC Analysis Code) code of LeBeau
[9,10] and the scalar G2 code of Bird [11,12]. Major emphasis will be on the DAC results since the current
study indicates that it is not practical (excessive run time) to obtain a grid resolved solution for the current
problem with a scalar (single processor) code such as G2.

DSMC CODES

The DSMC codes used in the current study are the DAC code of LeBeau [9,10], software that provides 3D,
2D, and axisymmetric capabilities, and the general 2D/axisymmetric code of Bird [11,12] (G2). The molecular
collisions are simulated with the variable hard sphere (VHS) molecular modeh Energy exchange between
kinetic and internal modes is controlled by the Larsen-Borgnakke statistical model [13]. For the present study,
the simulations are performed by using nonreacting gas models while considering energy exchange between
translational, rotational, and vibrational modes. The model surface is assumed to have a specified constant
temperature. Full thermal accommodation and diffuse reflection are assumed for the gas-surface interactions.

The DAC code used in the current study makes use of the parallel option and the recently introduced axisym-
metric capability [10] of the DAC software. The DAC software gains much of its flexibility and performance by
decoupling the grids used to resolve the flow field and surface geometry. The surface geometry is discretized
by using an unstructured triangular grid representation, which permits a great deal of boundary condition
flexibility on the surface. A two-level embedded Cartesian grid is employed for the flow-field discretization so
that flow-field property variations may be handled more efficiently. This gridding strategy also uses the DAC
preprocessor software to address the task of creating an appropriate flow-field grid.

The computational domain of the flow field is bounded by user specified limits. This computational domain
is divided into a Cartesian network of cells with constant, yet independent spacing in each of the coordinate
directions. The cells of this first level of Cartesian discretization are referred to as level-I cells. The resolution

of this grid is typically set based on the minimum desired flow-field sampling resolution for a given problem.
To further refine the flow-field grid in areas of increased density or high gradients, each level-I cell can have an
additional level of embedded Cartesian refinement, level-II cells. This second level of refinement is independent
for each level-I cell and is also variable in each of the coordinate directions should refinement in a specific
direction be desired. The procedure used in the current study was to do a series of grid refinements/adaptions
once an initial solution based on a level-I discretization was obtained. Each refinement is based on computed
flow properties of the previous solution and user specified parameters that control (for example, the local
cell dimensions are based on local mean free path or local flow gradients) the cell resolution. The achieved
cell resolution is usually close to the user specified value throughout the computational domain. By carefully
stepping through a series of adaptions, one can identify the sensitivity of the solution to grid resolution and,
at the same time, ensure that the grid adaption, local time steps, and cell-simulated molecule populations are
based on time-converged values.

For the G2 simulations, the computational domain consisted of an arbitrary number of regions. Each region
is subdivided into cells where the collision rate is set by the cell average properties. Also, the cells in selected
regions are subdivided into subcells to enhance the spatial resolution used to select collision partners and
thereby minimize the loss of angular momentum and viscous transport errors. In general, the cell dimensions
within a region were nonuniform in both directions, with geometric stretching exceeding an order of magnitude
in some regions. The macroscopic quantities are time-averaged results extracted from the individual cells.
Since the computational regions were not run with necessarily the same time step, it was essential that steady
state conditions be established before generating the final time-averaged results. Steady state was assumed to
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FIGURE 1. ONERA sharp double cone model where x is measured from tile vertex.

TABLE 1. Nominal pretest free-stream and surface _ conditions for the ONERA

R5Ch tunnel.

Voo, p_ x 10 4, no_ X 10 -22, Too, poo, Gas 3/loo R%o,d %v,

m/s kg/m a m -a K N/m _ K
1 382.6 4.520 0.940 48.5 6.30 Air 9.90 12 124 290.0

a Diffuse with full thermal accommodation.

occur when all molecules used in the simulation, the average nlolecules used in each region, and the surface

quantities (locations and size of the separation region, and heating) became essentially constant when they

were time averaged over significant time intervals.

RESULTS OF CALCULATIONS FOR A SHARP DOUBLE CONE

Details of the model configuration that will be used in the ONERA tests are presented in Fig. 1. For this

sharp double cone nlodel, the first cone has a half angle of 25 ° and the second cone has a half angle of 65 °.

The two cones are the same length (22.57 ram), while the projected length of the first cone on the x-axis

is 20.46 mln. Table 1 provides a summary of the free-stream and surface boundary conditions used in the

current study. Information concerning calculated locations and extent of separation are included in Table 2 as

a function of grid or cell density for both G2 and DAC simulations. Extent of separation is presented in terms

of two measurements: (1) the distance measured along the x-axis of the model and (2) the wetted distance

along the surface s. The Reynolds number is based on free-stream conditions with a characteristic length d,

the maximum diameter of the model. For the R5Ch flow conditions, the Sutherland viscosity has been used in

defining the Reynolds number to be consistent with experimentally reported values.

Two DSMC codes are used in the present study to predict the flow features about a biconic that has

significant shock interactions. For the current problem, the solutions obtained with the scalar G2 code used



TABLE 2. Results of DSMC calculations for a 250/65 ° sharp double cone.

Code Cells Subcells xs, mm xR. , mm Ax/L ss, mm sR, mm As/L1
G2 38 210 38 210 13.34 22.52 0.449 14.72 27.44 0.564

G2 38 210 543 780 12.45 23.51 0.541 13.74 29.79 0.711

G2 89 850 885 400 12.10 23.78 0.571 13.34 30.42 0.757

G2 181 585 1 788 280 11.86 24.10 0.598 13.09 31.21 0.803

DAC 908 757 11.34 24.29 0.633 12.51 31.63 0.847

DAC 846 530 10.19 25.40 0.743 11.24 34.26 1.020

DAC 1 574 017 9.80 25.85 0.785 10.81 35.33 1.086

DAC 1 613 924 9.73 25.89 0.790 10.74 35.42 1.093

high aspect ratio cells (cells whose dimensions are very large in the flow direction compared to the surface

normal direction), an approach that reduces the computational requirements and has been successfully applied

to many classes of problems free of shock interactions. If one could use a grid resolution such that the cell

dimensions are on the order of the local mean free path, the prevailing evidence suggests that the solution

would be grid independent. With such a resolution, the computational requirements would be substantially

larger, requiring parallel resources to obtain solutions for the more demanding problems. Consequently, the

parallel DAC code, with the axisymmetric option, was used to provide a much higher level of grid refinement

than is possible with G2.

Table 2 provides the key findings of the present study as to the effect of grid resolution on the calculated

extent or size of the separation region. First, the G2 and DAC results show that the calculated separation

extent increases with grid refinement, an expected result consistent with previous DSMC simulations for related

problems. Second, it was not practical to obtain a grid converged solution using the scalar G2 code, since the

run time on a single processor SGI R10 000 work station was approximately two months for the finest grid

simulation. Third, the DAC results from a series of grid refinement solutions show evidence of achieving or

approaching a grid resolved solution. The number of cells for the finest grid DAC solution was almost an order

of magnitude greater than that used in the finest grid G2 solution. Even though the finest grid G2 solution

had a large number of subcells, about the same as the number of cells in the finest grid DAC solution, the

results for the extent of separation are very different from that of the finest grid DAC solution.

Region Cells Subcells/Cell At/At_
1 50x60 3x2 1.0
2 200 x 140 5 x 2 0.4

_i 350x 140 6x2 0.3
20x50 lxl 1.0

0.05 20x 110 lxl 2.0
350 x 200 4 x 2 1.5

7 160x 175 4x3 1.5
8 7x55 4x2 2.5

0.04

0.03
E
>;

0.02

0.01

p/p_ = 1

8-region domain
181,585 cells
1,788,280 subcells
1,415,125 molecules
At_ =10 ns
t_a_g= 2.30 to 3.22 ms

x s = 11.86 mm
x R= 24.10 mm
Ax/L = 0.598

0.05

0.04

0.02

0.01

i (P/P_)Ma×= 22.6

] p_ =4.52X 104kg/m 3

P/P_

YM_= 0.071 m

1 613 924 Cells16 510 608 molecules
At =50ns

"_" "_i tg_g = 9.4 to 10.2 ms:5
gfact = 0.75
maxded = 75
nsdx = 320

nsdy = 590

B

0 0.01 0.02 0.03 0.04 0.05 0.01 0.02 0.03

x, m x, m

Fig. 23. G2 parameters and results. Fig. 2b. DAC parameters and results.

R

x s = 9.73 mm
x R= 25.89 mm
Ax/L = 0.79

0.04 0.05

FIGURE 2. Finest grid solutions for biconic computational domain, streamlines, and density contours.

Results presented in Figs. 2 through 4 provide additional insight as to the sensitivity of flow-field and surface

results to grid resolution. Figures 2 through 3 present information concerning the computational domain,
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FIGURE 3. Comparison of surface distribution for the finest grid DAC and G2 solutions.
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FIGURE 4. Effect of grid resolution on DAC calculated surface quantities.

solution parameters, and results for the finest grid simulations obtained with each of the two codes. As

indicated in Fig. 2a, the G2 computational domain contained eight arbitrary regions, where the computational
time step and scaling factor relating real to simulated molecules are constant within a given region. Also
included in Fig. 2a are the region time step values ratioed to the region one value along with the number of
cells and subcells in each region. The DAC computational domain is described in Fig. 2b, where the upper
portion of the domain ends at y = 0.071 m. The number of level-I cells within the computational domain
was only a fraction of the user specified number of cells in the x and y directions (nsdz = 320 and nsdy =
590), since the xy computational domain is not rectangular. This level-I cell resolution corresponds to a cell
resolution of approximately a local mean free path in the undisturbed free stream. The number of level-II
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FIGURE 5. Simulation history and surface coefficient results for finest grid DAC simulation.
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cells within each level-I cell is a function of the local flow condition and the user specified parameters gfact
and maxdcd. The gfact parameter is the target resolution of the cell size ratioed to the local mean free path,
0.75 in the present case. The mazdcd parameter serves as a constraint on the number of subdivisions that a
level-I cell can be subdivided in either the x or y directions, 75 in the present case. The maximum number of
subdivisions any level-I cell experienced for the finest grid simulation was approximately 25 along either the x
or y directions; that is, about 625 level-II cells within a given level-I cell. Consequently, a mazdcd of 75 was
not a grid constraint in the fine grid simulation.

The general flow-field features are indicated in Fig. 2 where several arbitrary stream lines and two density
contours (1.02 and 6.0 times the free-stream value) are shown. The locations for separation and reattachment
are indicated by S and R, respectively. The impact of grid resolution is apparent from an examination of the
flow-field features, but even more so from the comparison of surface results such as those shown in Fig. 3
for heating and pressure distributions. Upstream of separation, the two solutions are in close agreement with
respect to both heating and pressure distributions.

Figures 4 and 5 present results highlighting the DAC simulations. Figures 4a and 4b present the calculated
surface heating rate and pressure distributions resulting from four separate simulations, where the grid used in
each of the four solutions is inferred or adapted to the results from the previous solution. Results and details

for the initial solution using only level-I ceils (96 x 177) are not shown because this simulation did not produce
a separation region. The present sequential grid adaptions and simulations show that the extent of separation
continues to increase with grid refinement and potentially approaches a constant value as a grid resolved
simulation is achieved. This later point is not conclusive based on the present simulations since adaption 4 is
just a repeat of adaption 3 in terms of the user set parameters; however, the fourth adaption does produce
some additional grid refinement and adjustment in the number of simulated molecules. In fact, the present
DAC simulations indicate that the number of adaptions to achieve a grid resolved solution is significant for the
current problem.

The simulation history for the finest grid solution (Fig. 5a) shows the evolution of the total number of
simulated molecules and details concerning the separation region (separation denoted by xs, reattachment by
XR, and the extent of separation by Ax). The total number of time steps used in this simulation was 204000,
where the time averaged flow-field and surface quantities were extracted from the last 20 000 time steps. The
data shown in Fig. 5a suggest that a steady state is achieved at approximately 100 000 time steps; consequently,
the current results for the finest grid simulation are time resolved. As indicated in Fig. 2b, the global time
step for the present simulation was 50 ns; furthermore, an examination of the contours of the local cell time
steps (not shown) shows that the time steps within the shock 1wer enveloping the biconic have values that are



predominantlyin therangeof0.1to 0.4oftheglobalvalue,withthemajorportionbeingin therangeof0.1
to0.2.Additionalinspectionshowsthattheindividualcellswerepopulatedwithapproximatelytenmolecules
percellandthatthesizeofthecellsin relationto thelocalmeanfreepathwaswellalignedwiththetarget
valueof0.75.Withintheshocklayer,thecalculatedmaximumvaluefortheoverallkinetictemperaturewas
942K, themaximumdensitywas22.6timesthefree-streamvalue,andthemaximumscalarpressurewas141
timesthefree-streamvalue.Thelargeseparatedregion(Fig. 2b)hasasinglevortexembeddedin subsonic
flow.

Figure5bpresentsa summaryof theDACsurfaceresultsforthefinestgridsolutionin coefficientform
(heating,pressure,andskinfriction).Alsoshownis a sketchof thedoubleconemodelandverticallines
indicatingthelocationsfor separationandreattachment,asinferredfromthesurfacefrictiondistribution
(reversalin signofshearstress).Thequalitativefeaturesareconsistentwithexperimentaltrendsbasedon
laminarseparatedflows[14].First,theseparationposition(indicatedbytheverticallinelabeledSinFig.5b)
isin closeagreementwiththelocationofthefirstinflectionpoint(maximumslope)oftheinitialpressurerise
andisalsothelocationatwhichtheheattransferratedecreasessignificantlywithrespectto thatforasingle
pointedcone.Second,thepressurereachesaplateauforasignificantlylargeseparationregion,whiletheheat
transferissignificantlyreduced.Third,at orprecedingtheintersectionofthetwocones(x/L = 1.0),theheat
transferexperiencesaminimumandthenincreasesrapidly,asdoesthepressure,withincreasingdistancealong
thesecondcone.Thecurrentresultsshowthatthepeakheatingandpressurealongthesecondconeoccur
slightlydownstreamofreattachment(indicatedbytheverticallineR).

Unfortunately,asolutionthatdisplaysqualitativefeaturesthatareinagreementwithexperimentalfindings
is notnecessarilya goodsolution,asdemonstratedbythepresentresultsfor thecoarsergridsimulations.
ThecurrentDACsimulationmustundergocarefulcomparisonswithexperimentalmeasurementsandother
numericalsimulationstoestablishconfidencein theresults.However,thecurrentfindingsdosuggestthatmost
ofthepreviousG2solutionspresentedbythefirstauthorforthe25o/65° sharpdoubleconeproblem(Refs.
[15],[16],and[17],forexample)weremadewitha coarsegrid,andtheG2resultsarequalitativeat bestfor
thosecasesinwhichtheReynoldsnumberwassimilartoorhigherthanthatofthecurrenttestcase.

CONCLUDING REMARKS

Results of a computational study are presented for Mach 10 air flow about a sharp double cone where the
combination of model size and flow conditions produces a significant separated flow region with associated
shock/shock and shock/boundary layer interactions. The computations are made with the direct simulation
Monte Carlo (DSMC) method by using two codes, the G2 code of Bird and the DAC (DSMC Analysis Code)
code of LeBeau. The results presented provide insight into the nature of the shock interactions, their impact on
surface quantities, and the sensitivity of the results to computational parameters. Particular emphasis is given
to the effects of grid resolution because results from both codes show that the extent of separation grows with
increasing grid refinement as the grid-resolved state is achieved. Furthermore, results for the present problem
show that it is not practical to achieve a grid-resolved DSMC solution with a scalar code such as G2 but is
possible with a parallel code such as DAC.

The calculated extent of separation is quite large for the present problem, with the wetted length of the
separated flow exceeding the length of either of the two cones. Opportunities should exist for comparing the
current results with experimental measurements for surface heating and pressure distributions, along with the
location of separation and reattachment from oil flow measurements.
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